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Executive Summary:

“As of May 2012, the World’s population is estimated to be over 7 billion and is expected to increase to over 9 billion by 2050 (U.S. Census Bureau, 2012).  Currently, nearly one billion people globally are estimated to be food insecure.” (Global Food Security Science White Paper, US Department of Agriculture, Office of the Chief Scientist, July 24, 2012)

USAID recently launched an Open Data Challenge in support of their food security programs, to engage a variety of organizations in leveraging the vast data warehoused by a variety of departments and government groups. Our proposal is oriented to support this initiative in two significant ways.  First, we will expand on the analytical methods used to evaluate the data collected by current activities in Famine Early Warning Systems (in particular FEWS of USAID).   We will be using time series and other econometric techniques to develop a prototype econometric model of the dynamic relationship between socioeconomic and agro-climatic measures, and the state of food security vulnerability.  With this model we will develop an operational index that serves as an early warning indicator of vulnerability to food insecurity. The application will automatically draw from the data sources needed, and automate the process for analyzing and reporting consistent assessments of the food security situation in formats useful to those groups responsible for acting upon the information.

Secondly, we will build this application on top of a modern, open source cyber-environment that has been designed with multiple features that make it possible to (1) focus on interoperability among disparate, distributed data sets and models/tools by using open, global standards, (2) automatically collect remote data sets – and automate analytic and reporting features (3) easily build new workflows for new applications using the data - and combining different workflows together as more complex simulations/models are designed, (4) build new applications, tools, and models in a modular environment, enabling significant flexibility in modifying, debugging, replacing, testing, and sharing different parts of the system, and (5) connect and integrate multiple types of models (e.g. agro-climatic, weather, socio economic, plant genomics, policy analysis, … others) so that results from one model can be used as input to other models.  
Project Description:
Since the mid-eighties, famine early warning systems have been implemented throughout Africa. FEWS of USAID represents the state of the art in famine early warning systems.  More recently, USAID has launched an Open Data Challenge to engage a variety of companies and organizations in leveraging the vast data warehoused by a variety of departments and government groups. This proposal focuses on expanding the analytical methods used to evaluate the information collected by these systems.  We suggest using time series and other econometric techniques to develop an operational index that serves as an early warning indicator of vulnerability to food insecurity.  The first part of the study develops an econometric model of the dynamic relationship between socioeconomic and agro-climatic measures, and the state of food security vulnerability.  For each country and region FEWS monitors, a single-index leading indicator model will be constructed to identify significant relationships that enhance early warning of supply-side susceptibility to food insecurity. The monthly indexes are designed to distinguish between periods of high and low vulnerability to food insecurity and are compared to reference cycles derived from qualitative assessments of vulnerability. 
The vulnerability indexes are anticipated to produce turning points that provide early warning of one to three months lead times to the onset of periods of moderate or high vulnerability to food insecurity.  This index could be used as support for qualitative assessments and help target areas most vulnerable sooner by providing consistent information that are compelling for action by all parties.  This work builds on Time Series Analysis of Famine Early Warning Systems in Mali the 2002 dissertation work of Cynthia A. Phillips, PhD (Michigan State University, 2002).  
We will implement this application on a cyber-infrastructure framework that is designed to support the requirements of multiple user groups – researchers, policy analysts, educators, field practitioners, food security program managers.  The system allows for the sharing, location, retrieval, and visualization of data – and the execution of models and/or analysis on various computing resources via web/desktop applications.  Features of this system include:
· A focus on interoperability among disparate, distributed data sets and models/tools by using open, global standards wherever possible.
· Enabling automatic, remote data collection – and automating analytic and reporting features.
· Using a flexible, modular design – allowing multiple applications to make use of the framework and/or the data resources, but also allowing for integration between the applications, where the results from one application/model can be used as input for other applications/models.  Examples of these types of applications/models might include agro-climatic, weather, socio economic, plant genomics, policy analysis, and others.
· Enabling users to build their own workflows/applications with well-defined input/output datasets and parameters, and execute the workflow with different input data.  The system also provides provenance of the data and workflow, stored in a semantic content management system.  Workflows can be chained and combined, allowing for new functions to built on top of existing applications.
Partnership:
This work is a partnership between Dr. Cynthia Phillips, of C.A. Phillips and Company, and the National Center for Supercomputing Applications at the University of Illinois in Urbana-Champaign – and will include professional consultants in the areas of econometric models, and agro-climatic and socioeconomic measures.  Dr. Phillips is an economist, social entrepreneur, and writer/ producer. She holds a doctorate in agricultural economics and degrees in economics and statistics from Michigan State University and the University of Michigan. Phillips’ dissertation, Time Series Modeling of Famine Early Warning Systems in Africa, focuses on food security information systems with Mali as a case study – upon which the application of this project is based.  NCSA is a world leader in computational and data resource management, and the implementation of applications and integrated system making use of these high end resources.  It is located within the University of Illinois, a land-grant university with highly recognized agricultural, computational, data analytics, and visualization R&D strengths.  It has significant, and successful experience building systems for scientific, educational, industrial, and decision support communities.  These systems have been used by US and international partners, with many of the global projects including partnerships with national supercomputing centers from around the world.
Budget:
The project will require approximately $250,000.  It will include econometricians, programmers/ developers, project management specialists,  software engineers, professional consultants (visualization, data analysts, statisticians), requirements gathering workshops, and travel.  Once awarded, the project is expected to be completed within 12 months.
Deliverables:
1. Web application for Famine Early Warning System
a. Web application 
b. A workflow that can be used by other systems
c. A data storage that can be accessed by other systems
i. Standard-compliant web services such as OGC web services (OWS)
2. Documentation
a. Data requirements
b. Functional requirements
Tasks:
1. Collecting requirements
a. Data requirements
i. List of raw data and sources
ii. Example types of sources: download or query  (access via web services or API)
b. Functional requirements
2. Collecting and preparing data
a. Bring them into central data storage
i. If the data is available via web service
· It doesn’t needs to be stored in central data storage
· But, the index of the data may be needed for search
ii. The data will be accessible remotely via standard-compliant web services (such as OGC web services)
b. Modifying raw data according to Model requirement
3. Building and developing Model
a. Modeling
b. Testing
c. Calibrating
4. Building a scientific workflow with #2 and #3
a. The workflow can be accessed remotely (providing input data, executing the model, and retrieving the output data)
5. Developing a web application on top of the workflow form #4
a. According to the functional requirements from #1
b. User-friendly User Interface 
c. Developing training documentation for use
6. Evaluate, and potentially prototype mobile and PC versions in the field with USAID, NGO, public and private constituencies
7. Proposal for ongoing maintenance and engagement once prototype is accepted



APPENDIX:
Time Series Analysis of Famine Early Warning Systems in Mali
Michigan State University 2002  --  Dissertation by Cynthia A. Phillips, PhD
Abstract

Since the mid-eighties, famine early warning systems have been implemented throughout Africa. This research focuses on expanding the analytical methods used to evaluate the information collected by these systems. Time series techniques are employed to explore the vulnerability to food insecurity for eight regions in Mali. The first part of the study develops an econometric model of the dynamic relationship between socioeconomic and agroclimatic measures, and the state of food security vulnerability. For each region, a single-index leading indicator model is constructed to identify significant relationships that enhance early warning of supply-side susceptibility to food insecurity. The indexes distinguish between periods of high and low vulnerability to food insecurity and are compared to reference cycles derived from qualitative assessments of vulnerability. The vulnerability indexes produced turning points that tended to provide early warning of one to three months lead times to the onset of periods of moderate or high vulnerability to food insecurity.
The second part of the research concerns spatial and temporal market integration and the econometric tests used to measure such relationships. The vulnerability index developed in the first part is used in the tests of market integration to examine the functioning of goat markets in Mopti. A model that explores the relationship between regime shifts, expressing different levels of vulnerability to food insecurity, and price information is developed. Empirical results suggest that there exist highly significant regime shifts in the level of market integration in Mopti goat markets which are triggered by the state of vulnerability to food insecurity. Whether markets are integrated and, if so, the degree to which markets are integrated is important to policy makers. Markets that may have appeared integrated in less vulnerable times may cease to function well under stress. Rather than moving to a deficit region, a surplus in one market may remain in that market during a period of food insecurity. Thus, policy makers should find this information useful in their efforts to mitigate food shortages as they decide whether food aid is necessary, how to distribute food aid shipments, and whether to purchase imported grain. With this in mind, early warning also encompasses understanding the manner in which markets respond in times of crisis.


National Center for Supercomputing Applications (NCSA)
at the University of Illinois, Urbana-Champaign

The National Center for Supercomputing Applications (NCSA) provides powerful compute, data and visualization systems, and the expert support that helps thousands of scientists, engineers, health care professionals, and government programs across the country and the globe to improve our world. 
With the computing power available at NCSA, researchers simulate how galaxies collide and merge, how proteins fold and how molecules move through the wall of a cell, how tornadoes and hurricanes form, how to prepare for and respond to natural disasters, how to link suppliers (e.g. farmers) to their markets, and how to integrate multiple data sets and models in support of understanding increasingly complex natural and engineered phenomena.  We have strong alliances with a large number of national supercomputing centers around the world - often in collaboration on large application and/or infrastructure building activities that help bring our respective research and development communities together on grand scale problems of common interest.
NCSA—established in 1986 as one of the original sites of the National Science Foundation's Supercomputer Centers Program—is supported by the state of Illinois, the University of Illinois, the National Science Foundation, and grants from other federal and international agencies.
For 26 years, NCSA has been a world leader in deploying robust high-performance computing and data resources, and in working with research communities to develop new computing and software technologies and integrated data systems. Building on this history of leadership, NCSA and its partners are currently at work on the 10 year, $350 million Blue Waters project, which will provide the national research community with a sustained-petaflop supercomputer. NCSA also leads the National Science Foundation's Extreme Science and Engineering Discovery Environment, a five-year, $121 million project to deliver advanced computing, data, networking, and collaboration tools and support to the nation's researchers. 
The center focuses on:
· Developing and supporting powerful, reliable computing, data, and networking resources that enable researchers to solve demanding science and engineering problems. We develop and explore innovative architectures and techniques to accelerate scientific computing and data management.
· Working with research communities to help them fully exploit the extraordinary resources available on the Internet (computing systems, data sources and stores, and tools) with cyberenvironments.
· Developing software, techniques, and tools to improve national cybersecurity and to help law enforcement better respond to cyberattacks.
· Providing insights into complex systems and sharing the thrill of scientific discovery with the broadest possible audience through artful visualizations of scientific phenomena.
· Preparing the next generation of scientists and engineers to effectively use computational tools and techniques. 

